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1 Concept of Artificial Intelligence 

Artificial Intelligence (AI) is the ability of software applications and services to imitate 
cognitive thinking and intelligent behaviour based on Algorithms for Decision Making 
(ADM). Software applications with AI are also called ADM-Systems.  
 
For developing algorithms, which allow an artificial system to make decisions based 
on cognitive thinking and intelligent behaviour, the comprehension of the nature of 
intelligence, thinking and learning is required. In 1949, Donald Hebb postulated the 
learning rule (HEBB 1950). Considering thinking as related to neural activities required 
for processing information, the learning rule describes the impact of these activities 
on the connection between neurons and the synaptic plasticity on neural networks. 
For processing information, a neuron uses all input signals, which are arriving from 
different dendrites to form an output signal, which is send to connected neurons via 
axons. The intense use of an axon strengthens the connection between neurons, 
while not using may lead to a deletion of the connection and the axon. Strong con-
nections facilitate the recovery of knowledge. In consequence, learning aims in build-
ing strong connections for relevant knowledge (see  
Fig. 1). 
 
Hebbôs rule was a key finding in the development of the concept of artificial intelli-
gence. When the term ñArtificial Intelligenceò was used first at Dartmouth Workshop 
in 1956, the research focused on finding formalism for representing the knowledge in 
implementable algorithms. Therefore, many scientific fields participate on the devel-
opment of a concept of artificial intelligence: 

Á The analysis of thinking behaviour and autonomy from philosophers like Ar-
istoteles, Hobbes and Pascal 

Á The methodology of formal logic from mathematicians like Bayes, Boole 
and Turing 

Á The game theory from economists like Smith and Neumann 

Á Models of brain and neural networks from neuroscientists like Broca and 
Berger  

The control theory and cybernetics from scientist of robotics and machine control like 
Wiener and McCulloch 
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Fig. 1: Formalism of neuronal processing (company material of Dynardo GmbH: MOST et al. 2019) 

In 1980, Prolog was the first formalism language, which allowed a programming of 
logical terms and knowledge. The name is consequently derived from ñProgramming 
in logicò. With Prolog, it was possible to implement ADM-Systems. 
 
ADM-Systems and thus artificial intelligence may be used in: 

Á Smart Things, for example for speech or pattern recognition 

Á Intelligent systems and robotics, for example for autonomous vehicles 

Á Fighting machines or environmental observations with drones 

Á Simulated worlds, for example for virtual realities and games 

Á Concept mining, data mining and text mining, for machine translation, docu-
ment search and analyses of big data  

Á Analysis tools used for model calibration and optimisation  

Á Intelligent agents used in observation systems of complex technical networks 
and production plants 

Considering rock mechanics, an ADM-System can be used for instance for selecting 
a suitable tunnel supporting system (see Fig. 2). The task or problem can be defined 
as a search resulting in the optimal tunnel supporting system as solution at the end of 
the decision making process. The decisions may be based on problem specific 
knowledge or criteria like geotechnical and geological properties of the area or un-
derground water conditions (HAGHSHENAS et al. 2019). 
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Fig. 2: Tunnel support systems (company material: CIFA 2020) 
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2 Types of ADM-Systems 

ADM-Systems can be divided into knowledge-based and behaviour-based systems 
(JASPER 2020, see Fig. 3). The first type is represented in expert systems, while the 
second is related to agent systems. 
 

 

Fig. 3: Types of systems of AI 

2.1 Expert Systems 

Expert Systems (XPS) are applications using ADM for a multiple criteria inventory 
classification by the usage of specific knowledge of experts and their ability to draw 
conclusions in form of problem solving strategies.  
 
For selecting a suitable tunnel support system, HAGHSHENAS et al. (2019) developed 
a XPS based on mathematics and psychology (see Fig. 4).  
 
 

 

Fig. 4: Geological Map of the study region (left) and view into the Dolaei Tunnel with marked 

settlements and displacements (right) (HAGHSHENAS et al. 2019) 
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The development of this XPS as Integrated Decision Support System (IDSS) started 
with a questionnaire to gain expert knowledge. For the questionnaire the Fuzzy Del-
phi Analytic Hierarchy Process (FDAHP) was applied. FDAHP is an extension of the 
Analytical Hierarchy Process (AHP) for organising and analysing complex decisions, 
which uses a fuzzy instead of an exact value to express the decision makerôs opinion 
in a comparison of alternatives. The Delphi technique was used in order to structure 
an effective group communication process. Different criteria were weighted in the 
decision matrix, which led to the identification of criteria most interesting for the selec-
tion.  

Six significant criteria were determined for the IDSS: 

1. Underground water condition 

2. Geotechnical and geological properties of the area 

3. Economical capacity 

4. Access to implementation technology 

5. Hardship of doing the job  

6. Service life of the tunnel 

After the process of data gathering, a multi-criteria decision analysis with ELECTRE 
was applied. ELECTRE is an acronym for ELimination Et Choix Traduisant la RE-
alité, which can be translated as elimination and choice expression reality. The meth-
od of Bernard Roy is used for modelling the preference information between each 
pair of alternatives by outranking comparisons.  

There are five alternatives for the tunnel support system:  

a) Reinforced shotcrete 

b) Metal frames 

c) Concrete prefabricated segments 

d) In situ reinforced concrete implementation 

e) Rock bolt and reinforced shotcrete implementation. 

The IDSS was evaluated in a case study for Dolaei tunnel of Touyserkan in Iran. The 
IDSS selected the rock bolt with reinforced shotcrete supporting system as the most 
suitable for the Dolaei tunnel. Experts agree with the decision to be the most 
appropriate system for stabilising the tunnel. 
 
Summarising the principles of functioning of a XPS, the process can be described by 
six components (see Fig. 5). 
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Fig. 5: Model of a XPS 

The user interface (1) is used from the interviewer component (2) to gather infor-
mation based on structuring ADMs like FDAHP. The information is used with a 
knowledge base (3) and maybe an additional knowledge acquisition system (4) by an 
inference system (5). The inference system derives or draws conclusions by an ADM 
like ELECTRE. The decision for a certain alternative in a special case defined by us-
er input is represented with an explanation by the explanation component (6) via user 
interface to the user. The user can restart the XPS with other input information, for 
example for another case. 

2.2 Agent Systems 

Agent Systems (AS) are applications using the input information from the environ-
ment and the user as well as own experiences for making decisions, completing or-
ders, pursuing goals and running other applications independently.  
 
For modelling a 3D geospatial environment, FRIDHI & FRIHIDA (2019) developed an 
AS in form of an Augmented Reality (AR). Replacing mouse and touch screens by 
videocasque and gloves, the user is integrated into his environment and can interact 
with virtual objects, which are projected in front of his view. The overlay of computer 
graphics model on the daily environment was realised by a combination of AR, 
Google Sketchup Software (SketchUp) and ArcGIS.  
 
For this ADM-System based on Sketchup, a special device called GeoScope was 
developed. With GeoScope, laser data can be received in real time, which is used for 
modelling the virtual reality from rough cloud processing in a defined mesh. However, 
the tools of Sketchup could not be used directly, because there are no direct 
commands of modelling. The manual adaption and combination with independently 
created tools based on Ruby scripting took months until an optimal result was 
obtained. The optimal result was received for data manipulation in building 
constructions based on virtual objects at the field side (see Fig. 6). The perception 
was enriched by the highlight of links for objects with additionally assigned 
information. FRIDHI & FRIHIDA (2019) assumed a great potential in using the concept 
in pedagogical systems regarding the acceleration of developing and evaluating 
hypotheses. 
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Fig. 6: Modelling a 3D Geospatial Environment within an Augmented Reality (FRIDHI & FRIHIDA 2019) 

Considering rock mechanics, such an AR could be used in mine construction as well 
as in optimising mining and support machines. Another user scenario for an AS could 
be a mining warning system based on the observation of vibrations.  
 
Summarising the principles of functioning of an AS, the process can be described as 
interaction between the environment and the AS. The AS consists of two compo-
nents, the architecture of a special device with sensors, the knowledge base and ef-
fectors, and an ADM-System (see Fig. 7). The ADM-System (1) uses artificial intelli-
gence (AI) to evaluate the input information, which can be received by sensors (2) 
like vibration values from the environment (3). The ADM uses required information of 
the knowledge base (4) to make a decision, in which way effectors (5) like running an 
alarm system (6), are used. Intelligent agents may also improve their ADM by own 
experience, which are gained either by user feedback (7) or evaluation functions 
based on the effectiveness of decisions and the way, how effectors affect environ-
mental information. 
 

 

Fig. 7: Model of an AS 
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3 Principles of ADM within applications in geotechnical 
engineering 

ADM-Systems are implemented by Algorithms of Decision Making (ADM). The ADM 
can be used for three purposes: 

1. Searching 

2. Planning 

3. Optimisation 

The search algorithms are used to search for patterns and objects in a given search 
space, which is represented by the variability of each significant property or variable 
in a multidimensional space.  

The search process can be visualised in a decision tree, where the required 
information given in a dataset is divided into subsets. The decision is based on given 
criteria, which results in a higher degree of disassembly up to a terminal node called 
leaf. The leaf contains a final solution following a path of decisions or conclusions 
(see Fig. 8). The solutions may be evaluated by problem-specific knowledge, and 
may be ranked depending on the costs regarding the number of decisions and the 
search time for finding the solution. 

 

 
Fig. 8: Decision tree schematic showing root node, decision nodes and leaf nodes (Khan et al. 2019) 
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There are many different types of search algorithms (see Fig. 9), which can be classi-
fied regarding their approach of either structured searching with and without use of 
problem specific knowledge or searching with optimisation algorithms based on evo-
lutionary or neurological processes. A deeper and more detailed differentiation can 
be realised with criteria like accuracy versus computational complexity and searching 
time. 
 

 

Fig. 9: Simple classification of ADM with selected, representative examples of algorithms 
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3.1 Structured search algorithms 

Structured search algorithms are global searches exploring the whole knowledge 
base. When a user starts the process by a query, each information term of the 
knowledge base is checked regarding conditional rules for conclusions. Found infor-
mation is used for substituting searched patterns in form of variables in the query and 
may add new search variables, which have to be substituted as well. If the solution in 
answering the query cannot be found, the algorithm returns to the penultimate deci-
sion for substituting information and search for alternatives. This process of back-
tracking requires the knowledge about the order of decisions, which have been done 
so far. The structuring of the search in the knowledge base enables a systematic 
search through all the data. The accuracy comes at the cost of computational com-
plexity and searching time.  
 
The computational complexity and searching time can be reduced either by using 
problem-specific information or information about the costs of making each decision. 
Using problem-specific information, the search algorithm is called informed search 
algorithm. Using the costs of the decision is done by limiting the steps, which have to 
be done to reach a solution. Decisions for alternatives, which exceed the limit, are 
ignored in the search process. In consequence, only a part of the knowledge base is 
explored to find the solution. If a solution is not found, the limit may be increased and 
the search is restarted.  
 
Considering rock mechanics, a simple query could be the question: On which depth 
level a special mining machine like a ñDevelopment Jumbo Drillò can be used for 
mining? For answering the question of this example, a knowledge base can be used, 
in which mining machines are defined corresponding to their depth level, in which 
they can be used for mining operations. The search process of the ADM can be 
visualised with a node-based tree representation of knowledge (see Fig. 10).  
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Fig. 10: Decision tree for a simple query to select the appropriate depth level for a Developed Jumbo 

Drill (CATERPILLAR 2020) 

The search process may start with a pattern recognition technique for mining 
machines related to a lower depth (depth level 1), and end for one related to a higher 
depth (depth level 3). The depth level is the first decision point of the ADM. If all 
machines of one depth level failed in checking the searched pattern ĂDevelopment 
Jumbo Drillñ, the decision of the ADM was wrong, and backtracking is used to come 
back to the decision point, where the next alternative is selected. So, level for level, 
all corresponding machines were checked for identity with the searched pattern 
ĂDevelopment Jumbo Drillñ. The search algorithm stops, when it succeeded in finding 
the searched pattern, or when it failed.  
 
In case of success, the knowledge base was only explored until the first match. There 
could be more than one match. More complex search algorithms continue searching 
until all matches have been found by a complete search through all the knowledge 
base. In case of failure, the search pattern could not be found, either by misspelling 
or incompleteness of the knowledge base. However, the search was realised 
completely and systematically through all the knowldege base. 
 
Computational complexity and searching time increase exponentially with the size of 
the knowledge base. Regarding the increasing computational complexity and search-
ing time, all structured algorithms become inefficient to solve greater problem tasks. 
 
Optimisation algorithms use optimisation techniques for realising local searches with-
out exploring the whole knowledge base. Instead of using all information, only rele-
vant information should be used in the search algorithm. The number of input param-
eters might be reduced by known correlation between them. Only parameters with a 
significant effect on the output should be used. The selection of significant input pa-
rameters can be performed by means of a sensitivity analysis (KONIETZKY & 
SCHLEGEL 2013, see Fig. 11). 
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Fig. 11: Sensitivity analysis for mining parameters like normal stress on the roof 

With the stochastic distribution of the variability of an input variable, sample points 
can be derived when required. The process gaining representative samples is called 
sampling.  
 
The simplest way of sampling is the random sampling (LANCE & HATTORI 2016), 
where sample points were taken randomly without systematic division of the search 
space or considering other sample points. The sample points are just a set of random 
numbers, which may not guarantee to be representative for the whole search space 
or variability of a variable. 
 
A sampling method, which creates subsets of the search space by division into equal 
intervals, is Latin Hypercube Sampling (LHS). The sample points are placed in rows 
and columns without threatening each other. LHS ensures that the sample points are 
representative for the search space or variability of the variable (see Fig. 12). 
 
For instance, random sampling and LHS can be applied to identify the significance of 
normal stiffness of joints on normal stress ů for a specific rock mechanical model. 
The rock mechanical model is defined by different rock mechanical properties within 
a certain tolerance. Considering the optimisation task of maximising the stability or 
minimising stress in special locations, the impact of the variability of variables like the 
normal stiffness of joints could be investigated. The variability is given by a real 
number, for which the possible number in a tolerance interval is infinite and cannot be 
calculated for all cases. Instead, only representative numbers in the tolerance interval 
are taken as sample, for which the impact on the output like normal stiffness of joints 
on normal stress is calculated. 
 

 

Fig. 12: Random sampling (left) and Latin Hypercube Sampling (right) in 2D 
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Sampling only results in points in the multidimensional search space defines only the 
impact for special single values. For mapping the behaviour of the full variability of 
the variable, the values between the sampling points are required too, which can be 
found by regression methods. The regression can be based on a clustering algorithm 
like k-Nearest Neighbours (k-NN) classification to determine a numerical output (see 
Fig. 13). For the determination, the values of a given number of nearest neighbours, 
for example the three nearest neighbours, are considered. 
 
Another simple regression and classification technique is the Support Vector Machine 
(SVM, see Fig. 14), which enables solving a linearly constrained quadratic 
programming function, which results in a unique, optimal and global solution. The 
selection of linear classifiers is based on one or more optimal hyperplanes, whose 
margin between the two closest data points are the smallest. The determination of 
the upper bound of the margin of hyperplanes enables the minimisation of 
generalisation errors like risk minimisation. For finding the largest deviation from the 
actual target vector for training data, the insensitive loss function can be integrated. 
For the integration of nonlinear functions like the insensitive loss function, kernel 
functions for the nonlinear support vector regression like a Radial Basis Functions 
(RBF) are required. The Kernel function mainly controls the complexity of the 
prediction. 

 

Fig. 13: k-NN classification scheme for a classification based on the three nearest neighbours 

(MORGENROTH et al. 2019) 

 

 

Fig. 14: Two separation straights for creating subsets obtained via SVM 
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Results of simple regression and classification techniques may highlight regions of 
interest, where further investigations may be recommended. Further investigations 
can be realised with advanced and extended sampling methods like Advanced LHS 
and Optimised LHS, which use the existing sample points for placing new ones. 
 
Advanced sampling methods are for instance importance sampling, directional sam-
pling, adaptive response surface method and first order reliability method (see Fig. 
15). The impact of several input parameters like x1 and x2 on an output parameter 
are visualised in a multidimensional space. For example, these input parameters may 
correspond to the normal or shear stiffness, while the output may be the normal 
stress. For the approximation of the impact, the probability density function (pdf) can 
be used. Optima of the pdf may signalise a higher impact on the output. Therefore 
the investigation of these regions is more important than of other regions. For deeper 
investigations, a resampling can be realised focusing on regions with optima like fX(x) 
and hy(x). The different regions of higher interest can be classified or clustered using 
advanced classification techniques. 
 

 

Fig. 15: Importance sampling (left) and Adaptive Response Surface Method (right) (BAYER 2019) 
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Different regression methods were evaluated by SHISHEGARAN et al. (2019) on 
predicting the earthquake magnitude along the Zagros fault (see Fig. 16 and Fig. 17). 
The prediction of the magnitude of the earthquake from previous earthquakes with 
magnitudes of more than 2.5 between 2009 and 2018 is based on two time series by 
applying the autoregressive conditional heteroscedasticity (GARCH), the 
Autoregressive Integrated Moving Average (ARIMA) and a combination of both by 
Multiple Linear Regression (MLR) technique. For modelling, the time series data was 
split into training and test data. 

The GARCH method is a statistical method using the variance of the error term from 
the squared previous error terms and the current error term with a mean offset. The 
ARIMA method is based on calculating the correlation coefficient between the current 
and up to four previous earthquake data to calculate the error parameter. The combi-
nation of ARIMA and GARCH with MLR is a common method, whose outputs are 
independent variables with the purpose of keeping each model property to enlarge 
the dataset.  
 
For the evaluation of the three different models, their accuracies were calculated by 
statistical parameters like correlation coefficient (r), root mean square error (RSE), 
normalizes square error (NSE), and fractional bias. The best fit was obtained by an 
model combining both methods, whereas results from ARIMA model are still better 
than those from GARCH model. 
 

 

Fig. 16: Study regions of earthquake events (Shishegaran 2019) 

 
 

 

Fig. 17: Evaluation of different regression models (Shishegaran 2019) 






































